
Quantization for LLM Inference 
and Finetuning

Bingrui Li
2023.06.09



Outline

• Quantization Basis
• Quantization for LLM Inference
• LLM.int8(), SmoothQuant, GPTQ, AWQ

• Quantization for LLM Finetuning
• QLoRA



Background: Quantization

• Quantization: real2int
• Quantization = Normalization + Mapping
• Normalization: a real number => a number in unit interval
• Mapping: a number in unit interval => a int number

• … only keep quantized tensor …
• Dequantization: reverse the quantization, int2real



Normalization



Per-token and per-channel norm.



Mapping/data type: from linear to nonlinear

- Linear (Integer) quantization mapping: T(i) = i / (2^b - 1)
- Traditional def.: 𝑞 = 𝑟𝑜𝑢𝑛𝑑(𝑛 × (2!−1))

- For signed setting:
- more flexible in mapping design
- incompatible with low-bit computation



Quantization Setting

• W8A8
• Weight-only or W4A16

• Difference:
• choice of mapping
• computation mechanism



Philosophy of Quantization

Informally, consider a tensor x to be quantized:
• Large entries has lower relative quantization error
• When there are some outlier (extremely large) entries, small entries

will only use low effective quantization bits



LLM.int8() (W8A8)
• Empirical observation:
• Activations have large magnitude features (outliers) and these outliers occur 

systematically for almost all sequence/token dimensions s but are limited to 
specific feature/hidden/channel dimensions h.
• Criteria: the magnitude of the feature is at least 6.0



• Technique:
• Per-token norm. for X and per-channel norm. for W
• Integer data type
• Mixed-precision decomposition: 

• Use a threshold 𝛼 to determine the outlier channel dimension.
• The number of outlier feature dimensions is not larger than 7.



SmoothQuant (W8A8)

• claim: Outliers persist in fixed channels



• Limitation of W8A8

• SmoothQuant

• Set 𝑠! = max(|𝑋!|) to ``completely’’ migrate the quantization difficulty from 
activations to weights. In practice, use



The role of 𝛼

Memorize this figure.
Compare with AWQ.



Efficient Implementation (?)

• Reported GPU usage: 1 GPU for OPT-66B, 4 GPUs for OPT-175B



AWQ: Activation-aware Weight Quantization (W4A16)

• claim: Weights of LLMs are not equally important: there is a small 
fraction of salient weights that are much more important for LLMs’ 
performance compared to others.
• salient= ? (weight magnitude or activation magnitude or …)



Salient = weight magnitude or activation magnitude ?

Activation matters. How can we improve quantization by leveraging
this observation? --- scaling. why?



Replace keeping fp16 with scaled quantization

Determine scale



Determine scale
• 𝑠" = 𝑚𝑒𝑎𝑛#$ 𝑋
• computed via calibration set (from pretrained dataset)
• 𝑠% = 𝑚𝑒𝑎𝑛#& 𝑊 (1.normed. 2. contribute a little. 3. ?)

• last trick: shrinking ratio / clip

• grid search



Evaluation results



Comparison with SmoothQuant
• 1. the intuition and mechanism are different. the setting is different.
• SmoothQuant: balance the smoothness between weight and activation
• AWQ: scale salient weights with activation information

• 2. the final formulation are similar.
• Y = 𝑋 ⋅ 𝑠'( ⋅ 𝑄(𝑠 ⋅ 𝑊)
• SmoothQuant: 𝑠 = 𝑚𝑎𝑥#$ 𝑋 , + quantize X
• AWQ: 𝑠 = 𝑚𝑒𝑎𝑛#$ 𝑋

• 3. remarks:
• difference between max and mean

• results and quant.
• reduce the approximation error of output.



Robust to the calibration set distributions



QLoRA
• Quantization setting: 4-bit weight-only quantization for pretrained 

weights and 16/32-bit lora weights

• Quantization method: block-wise norm. + NormalFloat type
• NormalFloat: quantile on normal distribution



Further memory efficiency

• Double quantization
• If  32-bit scales and a blocksize of 64 are used for W, quantization scales add 

32/64 = 0.5 bits per parameter on average. Double Quantization means 
quantize the quantization scales, with blocksize of 256 and FP8 data type.
• overhead: 32/64 = 0.5 bits => 8/64 + 32/(64 · 256) = 0.127 bits

• Paged optimizer: surviving mem spikes
• similar to optimizer offloading, but more adaptive

=> With QLoRA, one can finetune Guanaco 33B/65B models on a 
single 24/48GB GPU taking only 12/24h for a finetuning run.



Evaluation
1. Match baseline
2. DQ not degrade
3. NF better than FP
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